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Setting some context…
all the things we can (or not) share



This is not a marketing or a sales session! 

http://www.cloudtweaks.com/cloud-humor/
http://www.cloudtweaks.com/cloud-humor/


Important caveats

BUT…



Exchange Online Scale
#’s, figures and all such things 



The Evolution of Online



Everything changes at global scale



Chicago

Cheyenne

Dublin

Amsterdam

Hong Kong

Singapore

Japan

San Antonio

Microsoft has datacenter capacity around the world…and we’re growing

Boydton
Shanghai

Quincy

Des Moines

Brazil

35+ factors in site selection:

 Proximity to customers

 Energy, Fiber Infrastructure

 Skilled workforce

Australia

Global Scale: DC growth Other Microsoft 
DC locations

Office 365
DC locations

 1+ million servers

 100+ datacenters 

in 40+ countries



Global Scale: Capacity growth
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Global Scale: Transaction growth
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All of it boils down to three pillars 

Data

Driven

SecureAutomated

Big Data
External Signals
System Signals

Access
Approval
Auditing
Compliance

Changes
Safety

Orchestration
Repair

We simplify by focusing all our 

work along the three pillars—these 

work in tandem to create a great 

service fabric

Allows us to create a virtuous 

automation system that is SAFE, 

DATA DRIVEN while being AGILE at 

very high scale 

Machine Learning



Zoom in: our Service Fabric
Orchestration Central Admin (CA), the change/task engine for the service

Deployment/Patching Build, System orchestration (CA) + specialized system and server setup

Monitoring 
eXternal Active Monitoring (XAM): outside in probes, Local Active 

Monitoring (LAM/MA): server probes and recovery, Data Insights (DI): 

System health assessment/analysis 

Diagnostics, Perf Extensible Diagnostics Service (EDS): perf counters, Watson (per server)  

Data (Big, Streaming) Cosmos, Data Pumpers/Schedulers, Data Insights streaming analysis 

On-call Interfaces Office Service Portal, Remote PowerShell admin access 

Notification/Alerting Smart Alerts (phone, email alerts), on-call scheduling, automated alerts 

Provisioning/Directory
Service Account Forest Model (SAFM) via AD and tenant/user 

addition/updates via Provisioning Pipeline 

Networking Routers, Load Balancers, NATs

New Capacity Pipeline Fully automated server/device/capacity deployment 

D
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Data Driven
using signals to improve the service via our “Data Insights Engine” 



Data Insights Engine



Signals: Outside-In monitoring

PARTITION PARTITION

Office365.com

Each scenario tests each DB WW 

~5mins—ensuring near continuous 

verification of availability   

From two+ locations to ensure 

accuracy and redundancy in system

250 million test transactions per 

day to verify the service

Synthetics create a robust “baseline” 

or heartbeat for the service 

NETWORK NETWORK NETWORK NETWORK



Signals: Usage based 



Red 
Alerts

Build confidence via multiple signals 



Combining these signals lets us triangulate 



Auto-posting to health dashboard
4:46 PM is when the alert was raised

This is 4:46 PM!

Allows us to inform 

customers in real-

time

Keeps engineers 

focused on 

recovery 

Improves 

transparency with 

support and others 

who keep 

customers happy



Action
doing work @ massive scale via “Central Admin” (CA)  



All actions through “CA” 
CAPACITY



CA at work: workflows for service mgmt.  



New Capacity Pipeline



But even after capacity, work doesn’t end



Speaking of repair… “Repairbox” 
 Live 

Capacity  

New Capacity Total 

Issue    

HyperThreading 398 44 442 

HardDisk 195 30 225 

PPM 105  105 

WinrmConnectivity 96 1 97 

Memory 53 10 63 

HardDiskPredictive 39 14 53 

Motherboard 41 2 43 

NotHW 34 4 38 

DiskController 28 9 37 

PowerSupply 16 6 22 

CPU 9 13 22 

OobmBootOrder 19 2 21 

Other 18 3 21 

ILO IP 12 4 16 

ILO Reset 14 2 16 

Fan 10 3 13 

NIC 9 2 11 

InventoryData 4 2 6 

NIC Firmware 5  5 

ILO Password 1 4 5 

OobmPowerState 5  5 

Cache Module 4 1 5 

High Temp 2 1 3 

PSU 2  2 

Cable 1  1 

Spare  1 1 

Total 1120 158 1278 

 

Tickets Opened: 1278 

Tickets Closed: 1431 

Tickets Currently Active: 196 

% Automated Found: 77% 

 

Average time to complete (hrs): 9.43 

95 Percentile (hrs): 28.73 

 



Network: it’s a precious resource 



Putting it all together
Making engineers responsible and responsive



Our Service Philosophy
• All of this backed by rigorous, hands on 

attention to the service by entire team 

• MSR (Monthly Service Review – scrutiny on 
all service aspects) 

• Weekly IM hand-off (managers)

• Monthly Service Readiness review (track 
customer satisfaction)  

• Component level hand-offs, incident/post-
mortem reviews (everyone) 

What we are today is a mix of experimentation, learning from 

others and industry trends (and making a lot of mistakes!) 



Roles and responsibilities

September People Impact
1. 176 unique on-calls were paged

2. 33 of them got > 15 pages (40% of pages)

3. 30 got >= 8 and <= 15 (35%)

4. 113 < 8 pages  (15% of pages)



We are here to serve you




